
LES
RESEAUX
DE NEURONES

1

I. INTRODUCTION

A. PROBLEME
1


B. HISTORIQUE
1


C. ATOUTS DES RESEAUX NEURONAUX
2


II. LE MODELE BIOLOGIQUE
3


A. LE NEURONE
3


B. LA RECONNAISSANCE VISUELLE DE LA GRENOUILLE
3


C. LA RECONNAISSANCE VISUELLE CHEZ LES MAMMIFERES
4


III. LES MODELES INFORMATIQUES
5


A. LE NEURONE FORMEL
5


B. LES STRUCTURES DE CONNEXION
5


C. LES REGLES D'APPRENTISSAGE
6


1. la règle de Hebb
6


2. les règles mathématiques
6


D. LE PERCEPTRON
6


E. LE RESEAU MULTICOUCHES
7


F. LE MODELE DE HOPFIELD
8


G. LE MODELE DE KOHONEN
9





AUTONUMOUT INTRODUCTION

AUTONUMOUT PROBLEME

Le logiciel progresse continuellement mais il est décevant pour les informaticiens et rassurant pour les autres de s'apercevoir qu'il est en bien des domaines inférieur au modèle humain.

Le système de programmation classique est déplorable en matière d'association et d'auto-apprentissage, domaines où excelle le cerveau humain.

De nombreuses techniques d'Intelligences Artificielles ont été tentées dans l'enthousiasme, pensant régler tous les problèmes. Certaines se sont révélées des impasses, d'autres ont trouvé un secteur d'application, une fois dépassé la désillusion de leur non omnipotence :

SYMBOL 183 \f "Symbol" \s 10 \h
les générateurs de programme,

SYMBOL 183 \f "Symbol" \s 10 \h
les systèmes experts,

SYMBOL 183 \f "Symbol" \s 10 \h
les systèmes basés sur la contraintes.

Il était tentant d'essayer d'analyser le modèle du cerveau lui-même pour essayer d'en reproduire le fonctionnement.

Le nom de réseaux neuronaux regrouppe l'ensemble des techniques qui utilisent cette approche.

AUTONUMOUT HISTORIQUE

1930-1950 la génèse

SYMBOL 183 \f "Symbol" \s 10 \h
introduction des boucles de rétroaction - développement de l'automatique (cybernétique Wiener)

SYMBOL 183 \f "Symbol" \s 10 \h
création du modèle de neurone formel (Mac culloch et Pich)

SYMBOL 183 \f "Symbol" \s 10 \h
création par von Neumann de l'automate cellulaire comme paradigme de machine autoreproduisante, machine de Turing

1950 - 1970 l'euphorie

SYMBOL 183 \f "Symbol" \s 10 \h
automates neuronaux, reconnaissance de formes

SYMBOL 183 \f "Symbol" \s 10 \h
neurones formels

. Adaline Widrow

. Perceptron Rosenblutt

SYMBOL 183 \f "Symbol" \s 10 \h
calculs analogiques

SYMBOL 183 \f "Symbol" \s 10 \h
apprentissage sans rétroaction

1970 - 1980 la traversée du désert

1980 - ... le renouveau

SYMBOL 183 \f "Symbol" \s 10 \h
82/85 Hopfield, rétroaction, optimisation

SYMBOL 183 \f "Symbol" \s 10 \h
85-88 

. Rétropropagation, 

. machine de Boltzmann, 

. apprentissage compétitif, 

. cartes topologiques

. simulateurs,

. plan étatiques (USA JAPON CEE)

SYMBOL 183 \f "Symbol" \s 10 \h
88-91 : approfondissement, applications, attentes

AUTONUMOUT ATOUTS DES RESEAUX NEURONAUX

SYMBOL 183 \f "Symbol" \s 10 \h
programmation par apprentissage, ne nécessitant pas d'algorithme,

SYMBOL 183 \f "Symbol" \s 10 \h
parallélisme : les calculs peuvent souvent être menés indépendament sur chaque neurone, ce qui permet en utilisant des circuits spécialisés 

SYMBOL 183 \f "Symbol" \s 10 \h
généralisation : capacité à traiter des exemples nouveaux à partir d'une généralisation des caractéristiques des exemples précédants.

AUTONUMOUT LE MODELE BIOLOGIQUE

AUTONUMOUT LE NEURONE

Le cerveau est composé de neurones interconnecté.

Chaque neurone est composé de :

SYMBOL 183 \f "Symbol" \s 10 \h
des dendrites (0.1 x X0 microns), "chevelure" de fines extensions tubulaires, récepteurs principaux du neurone,

SYMBOL 183 \f "Symbol" \s 10 \h
le corps cellulaire (qq microns) contenant le noyau, assurant la vie du neurone et transformant les signaux ,

SYMBOL 183 \f "Symbol" \s 10 \h
l'axone, long (1mm->1m) emetteur  transportant les signaux vers la zone de rencontre (synapse).

SYMBOL 183 \f "Symbol" \s 10 \h
la synapse est une zone qui assure la communication entre dendrite et axone proches en utilisant des neuro-transmetteurs.

SYMBOL 183 \f "Symbol" \s 10 \h
les neuro-transmetteurs : suivant qu'ils soient excitateurs ou inhibiteurs la communication a lieu ou non à l'intérieur des synapses.

Le mécanisme nerveux est à la fois chimique et électrique, mais on peut considéré ici qu'il est uniquement électrique. L'amplitude du signal est constante. La valeur de l'information est contenu dans la fréquence du signal.

On considère que le neurone effectue une sommation des divers signaux reçus à travers ses dendrites et propage un signal si la somme est suppérieure à un certain seuil, et ne transmet rien sinon.

Depuis l'élaboration de ce modèle, la biologie a fait des progrès et on sait maintenant que le modèle est beaucoup plus complexe, mais la majorité des réseaux neuronaux informatiques sont bâtis sur ce modèle.

AUTONUMOUT LA RECONNAISSANCE VISUELLE DE LA GRENOUILLE

La rétine est constituée de cellules photo-sensibles :

SYMBOL 183 \f "Symbol" \s 10 \h
les cellules bâtonnets, sensibles à la lumière,

SYMBOL 183 \f "Symbol" \s 10 \h
les cellules cônes, sensibles aux formes et aux couleurs.

Les signaux électriques sont transmis à un ensemble de cellules situées à proximité de l'oeil chez la grenouille.

Elles lui permettent de reconnaitre quatre type d'événement sur son champ de vision :

SYMBOL 183 \f "Symbol" \s 10 \h
un objet mouvant pénètre,

SYMBOL 183 \f "Symbol" \s 10 \h
un objet mouvant pénètre et s'arrête,

SYMBOL 183 \f "Symbol" \s 10 \h
baisse globale et subite de la luminosité,

SYMBOL 183 \f "Symbol" \s 10 \h
un petit objet sombre et arrondi s'y déplace de manière erratique.

Les trois premiers provoquent la fuite, le dernier l'attaque.

AUTONUMOUT LA RECONNAISSANCE VISUELLE CHEZ LES MAMMIFERES

Les signaux électriques sont transmis aux cortex visuel situé à l'arrière du cerveau chez l'homme et qui comporte :

SYMBOL 183 \f "Symbol" \s 10 \h
un groupe de cellules simples, sensibles à des lignes brillantes ou fonçées d'un certain angle, dépendant de leur liaison avec les cellules photo-sensibles,

SYMBOL 183 \f "Symbol" \s 10 \h
un groupe de cellules complexes permettant de reconnaitre des structures plus complexes.

Des expériences ont été menées sur des chats, en les élevant dans un environnement constitué de lignes dans un seul sens.

Ils ne sont ensuite sensible qu'aux objets orientés dans le même sens.

On a pu observer que s'il y a transmission régulière d'une cellule vers une autre, la capacité de transmission s'améliore. C'est le mécanisme d'apprentissage.

Les neuro-transmetteurs ont trois états :

SYMBOL 183 \f "Symbol" \s 10 \h
labile, pouvant diffuser,

SYMBOL 183 \f "Symbol" \s 10 \h
stable, ne diffusant pas,

SYMBOL 183 \f "Symbol" \s 10 \h
dégénéré, ne pouvant plus diffusé définitivement.

AUTONUMOUT LES MODELES INFORMATIQUES

AUTONUMOUT LE NEURONE FORMEL

Un neurone formel est caractérisé par :

SYMBOL 183 \f "Symbol" \s 10 \h
des entrées E :

. binaires

. réelles

SYMBOL 183 \f "Symbol" \s 10 \h
une fonction sommatrice h:

. pondérée, chaque entrée est affectée d'un coefficient Wi

. avec une correction -seuil

SYMBOL 183 \f "Symbol" \s 10 \h
une fonction de calcul de sortie F

. à seuil (-> 0/1 ou -1/+1)

. linéaire à saturation et à seuil ou multi-seuils

. sigmoïde

. stochastique

S = F( somme(WiEi) - seuil)

Les automates les plus utilisés sont les automates :

SYMBOL 183 \f "Symbol" \s 10 \h
booleen : premier modèle de Mac Culloch et Pitts datant des années quarante, avec les entrées, les sorties, les fonctions, sont booléens.

SYMBOL 183 \f "Symbol" \s 10 \h
à seuil : sortie binaire calculée par une fonction de sortie heaviside (0/1) ou signe (-1/+1).

SYMBOL 183 \f "Symbol" \s 10 \h
linéaires : entrées sorties réelles.

SYMBOL 183 \f "Symbol" \s 10 \h
à saturation : entrées sorties réelles ou entières, fonction linéaire à saturation.

SYMBOL 183 \f "Symbol" \s 10 \h
continus : entrées sorties réelles, fonction sommatrice linéaire, fonction de calcul sigmoïde,

SYMBOL 183 \f "Symbol" \s 10 \h
probabilistes : les sorties sont binaires, calculées par une fonction stochastique.

AUTONUMOUT LES STRUCTURES DE CONNEXION

Les deux modes les plus classiques sont :

SYMBOL 183 \f "Symbol" \s 10 \h
les réseaux à couches : les neurones d'une couche ne sont connectés qu'aux neurones de la couche précédante.

SYMBOL 183 \f "Symbol" \s 10 \h
les réseaux entièrement connectés : chaque neurone est connecté à tous les autres neurones.

AUTONUMOUT LES REGLES D'APPRENTISSAGE

AUTONUMOUT la règle de Hebb

Observant que dans le modèle biologique, l'activation de deux neurones associés renforce leur liaison, la règle de Hebb renforce le poid d'une association (W) d'une valeur dépendant du taux d'apprentissage.

AUTONUMOUT les règles mathématiques

En phase d'apprentissage on soumet le réseau à un jeux d'essai. En comparant le résultat aux réponses correctes, on cherche à en déduire les modification à apporter aux Wi pour adapter le réseau au problème. Cela a donné naissance aux algorithmes du perceptron, de la rétro-propagation ou de la projection.

AUTONUMOUT LE PERCEPTRON

Le premier modèle, présenté par Rosenblatt, comportait trois couches :

SYMBOL 183 \f "Symbol" \s 10 \h
la rétine, représentant le stimulus d'entrée,

SYMBOL 183 \f "Symbol" \s 10 \h
la couche d'association, connectée en entrée aux trois couches,

SYMBOL 183 \f "Symbol" \s 10 \h
la couche de décision, connectée en entrée à la couche d'association et à elle-même. Chaque cellule de décision indique la reconnaissance ou non de l'entrée.

La version simplifiée utilise les restrictions.

SYMBOL 183 \f "Symbol" \s 10 \h
des sorties binaires 0 ou 1,

SYMBOL 183 \f "Symbol" \s 10 \h
des fonctions booléennes pour les cellules d'association,

SYMBOL 183 \f "Symbol" \s 10 \h
des automates à seuil pour les cellules de décision,

SYMBOL 183 \f "Symbol" \s 10 \h
les couches ne sont pas connectées à elles-même,

SYMBOL 183 \f "Symbol" \s 10 \h
il n'y a pas de feed-back de la couche de décision vers la couche d'association.

SYMBOL 183 \f "Symbol" \s 10 \h
seul les poids Wi entre la couche d'association et la couche de décision sont donc modifiables.

SYMBOL 183 \f "Symbol" \s 10 \h
les cellules d'association sont parfois limitées à des associations avec un sous-ensemble local de la rétine. (champ limité)

La règle d'apprentissage dans la version simplifiée est :

Wi = Wi + k(d-s)ei avec

SYMBOL 183 \f "Symbol" \s 10 \h
d = réponse attendue 0 ou 1

SYMBOL 183 \f "Symbol" \s 10 \h
s = réponse reçue 0 ou 1

SYMBOL 183 \f "Symbol" \s 10 \h
ei = sens de l'entrée

SYMBOL 183 \f "Symbol" \s 10 \h
k = facteur d'apprentissage

Il est démontré que s'il existe une solution, la méthode d'apprentissage converge, et que pour un problème donné, il existe une taille minimum possible pour le régler.

Le perceptron comporte cependant de nombreuses limitations qui ont provoqué peu à peu son abandon, ex :

SYMBOL 183 \f "Symbol" \s 10 \h
les perceptrons à champ limité ne peut reconnaitre des formes connexes.

SYMBOL 183 \f "Symbol" \s 10 \h
le perceptron ne peut séparer que des données linéairement séparable, la représentation d'une fonction de type xor n'est pas possible.

SYMBOL 183 \f "Symbol" \s 10 \h
sa méthode d'apprentissage ne permet pas d'atteindre la "meilleur solution", mais seulement la première.

Une meilleur fonction d'apprentissage est donné par la règle de Widrow-Hoff, où, en phase d'apprentissage, le seuil n'est pas appliqué. Ceci permet de continuer à corriger les poids même si l'effet de seuil aurait rendu le résultat correct.

Ce nouveau modèle :

SYMBOL 183 \f "Symbol" \s 10 \h
permet de trouver une meilleur solution,

SYMBOL 183 \f "Symbol" \s 10 \h
trouve une certaine stabilité même si le problème n'est pas strictement séparable.

La première machine, ADAotuve KINear Element permettait en 1960 de classer des formes simples à 16 points en deux classes.

AUTONUMOUT LE RESEAU MULTICOUCHES

Travailler à plusieurs couches permet de régler les problèmes de classification non séparables linéairement.

L'algorithme de rétro-propagation du gradiant est une extension de la règle de Widrow-Hoff et permet de corriger les poids dans les différentes couches.

La fonction à seuil est remplacée par la fonction sigmoïde :

f(x) = a.(e+kx -1)/(e+kx +1)

La couche d'association est remplacée par un certain nombre de couches interne. Chaque neurone d'une couche accepte en entrée les sorties de tous les neurones de la couche précédante.

soit X1..n les entrées, 

     Y1..m les sorties désirées

     S1..m les sorties obtenues

L'erreur est

E(W) = sigma1,m(Yi-Si)2
La correction à apporter aux coefficients est :

Wij(k) = Wij(k-1) - e(k).di.Oj

ou di = 2.(Si-Yi).f'(Ii) pour la couche de sortie

et di = sigmah dh.Whi.f'(Ii) pour les couches cachées

avec 

SYMBOL 183 \f "Symbol" \s 10 \h
k numéro de l'exemple produit

SYMBOL 183 \f "Symbol" \s 10 \h
f est la fonction sigmoïde, f' sa dérivée

SYMBOL 183 \f "Symbol" \s 10 \h
Oj est la sortie du neurone j

SYMBOL 183 \f "Symbol" \s 10 \h
Ii est l'entrée du neurone i, Ii = sigmaj Wij.Oj

SYMBOL 183 \f "Symbol" \s 10 \h
e(k) est le pas du gradient à l'étape k

SYMBOL 183 \f "Symbol" \s 10 \h
h parcourt les neurones vers lesquels le neurone i envoie une connexion

AUTONUMOUT LE MODELE DE HOPFIELD

Contrairement au perceptron et au multi-couche, le modèle de HOPFIELD de 82 est un réseau mono-couche totalement connecté avec les caractéristiques suivantes :

SYMBOL 183 \f "Symbol" \s 10 \h
neurones à deux état (-1/1)

SYMBOL 183 \f "Symbol" \s 10 \h
chaque neurone i est connecté à tous les autres neurones j par Tij,

SYMBOL 183 \f "Symbol" \s 10 \h
fonction de calcul signe

Ce type de réseau est destiné à mémoriser un certain nombre d'états.

Le réseau représente à la fois l'entrée et la sortie.

En phase d'apprentissage, on force le réseau aux valeurs des différents états à mémoriser.

Pour chaque connexion entre deux neurones i et j :

SYMBOL 183 \f "Symbol" \s 10 \h
si les deux neurones ont le même état, on incrémente Tij. 

SYMBOL 183 \f "Symbol" \s 10 \h
si les deux neurones ont des états inverses, on décrémente Tij.

Ainsi Tij = sigma(etati*etatj)

En phase d'utilisation, on initialise le réseau avec l'état d'entrée, puis on le fait s'exécuter. En principe, en cas d'entrée bruitée, il convergera vers un état proche correspondant à l'un de ceux mémorisés.

Le réseau se comporte donc comme une mémoire associative adressée par son contenu.

Ce type de réseau a plusieurs désavantages :

SYMBOL 183 \f "Symbol" \s 10 \h
ils introduisent également des états stables supplémentaires à ceux appris. HOPFIELD propose une seconde phase d'apprentissage où on recherche ces états de façon aléatoire, puis on applique de façon inverse la règle d'apprentissage sur ces états avec un facteur correcteur < 1.

SYMBOL 183 \f "Symbol" \s 10 \h
les états doivent être "orthogonaux" deux à deux, sinon, un seul sera mémorisé. Une règle de projection doit être utilisée pour orthogonaliser des données qui ne le sont pas.

SYMBOL 183 \f "Symbol" \s 10 \h
l'ajout d'un nouvel état peu provoquer un "oubli catastrophique". Des méthodes d'oubli progressif peuvent corriger ce problème. 

Un certain nombre de recherches basées sur l'énergie ont permit d'améliorer le réseau, la machine de Boltzmann (1985) en étant le stade le plus avancé à ce jour :

SYMBOL 183 \f "Symbol" \s 10 \h
le réseau comprend N neurones visibles et m neurones cachés.

SYMBOL 183 \f "Symbol" \s 10 \h
mode de fonctionnement forcé où seuls les neurones cachés évoluent.

SYMBOL 183 \f "Symbol" \s 10 \h


AUTONUMOUT LE MODELE DE KOHONEN

Ce modèle se différencie par sa fonction d'activation.
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